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Abstract 

The increased reliance on the information and communication technologies has drastically changed the definition of security and 
the nature of war.  Many critical infrastructures such as airports, hospitals, and oil pipelines have become potentially vulnerable 
to intentional cyber-attacks. A growing body of literature recognizes game theory as a sound theoretical foundation for modeling 
the strategic interactions between attackers and defenders. This paper explores the main challenging issues in the application of 
security games in cyberspace. A new game formulation combining simulation and game-theoretic approaches is proposed and 
illustrated. 
 
© 2018 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/). 

Keywords: Game theory; Cyber-defence; Cyber-attack; Cyber-Security; Common knowledge; Uncertain observability. 

1. Introduction 

While Information and Communication Technologies (ICT) have allowed military decision makers to have the 
right information at the right time, they have brought many changes to the nature of war. Cyberspace has become the 
new battlespace where the weapons are social engineering, upgraded viruses, Trojan horses, worms, flooding 
Denial-of-Service (DoS), Distributed Denial-of-Service (DDoS) or botnets, and advanced persistent threat (APTs) 
[1], [2]. Cyber-attacks do not directly lead to a lethal effect, but can cause abuse of, malfunctions, or the destruction 
of equipment [3], [4]. 
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In cyberspace, the weapon arsenal is built by finding more exploitable vulnerabilities in the target’s defence. A 
vulnerability is a weakness in system security procedures, design, internal controls, or implementation that could be 
exploited by a threat source [5]. The dynamic nature of vulnerabilities implies that they are constantly changing over 
time. Detecting a vulnerability by the defender has two main implications on cyber weapons: (1) It makes the 
attacker’s weapon exploiting the vulnerability ineffective and (2) enhances the target’s defence (Czosseck and 
Podins, 2012)4. 

Many scholars including Roy et al. (2010) [6], Kiekintveld et al. (2015) [7] and Tambe (2011) [8] recognize game 
theory as a sound theoretical foundation for modeling the strategic interactions between attackers and defenders in 
cyberspace. Game theory has been applied to myriad topics including resource allocation, network security, and 
cooperation models. The problem of resource allocation commonly referred to as the allocation game is a typical 
game in the cyber domain [9]. In this game the defender and the attacker make the decision as to where to allocate 
their respective resources. The defender resources may be the security infrastructure such as firewalls. A network 
administrator, for example, may want to find the optimal resource allocation that minimizes risk of attack as well as 
the unnecessary associated cost [10]. The attacker may not only have limited resources, but can also run the risk of 
being traced back and punished. 

The aim of this paper is to show how a resource allocation problem can be formulated in cyberspace using a game 
theoretic approach. More specifically, the paper discusses the challenging concept of common knowledge and 
suggests a solution to the uncertain observability problem. 

The paper is organized into five sections. Following the introduction, section 2 offers a succinct review of 
literature on resource allocation games. Section 3 presents a new game formulation combining simulation and game-
theoretic approaches. In section 4, a case study using a resource allocation game is presented to illustrate the 
suggested approach. Some concluding remarks and open research questions are indicated in section 5. 

2. Literature review 

The development of resource allocation algorithms in physical security domains has been an active research area 
in the last decade [6], [8], [11], [12]. Allocation games were used, for example, to randomize checkpoints at the Los 
Angeles International Airport (LAX), to assign limited security resources [7], [14], [15]. 

A growing body of literature tries to adapt the physical security algorithms to cybersecurity [16]. In the cyber 
world, defenders face more complex and sophisticated attacks. The digital attacks are often imperceptible to the 
human senses, not limited by geography and political boundaries, and highly dynamic and distributed [11]. 

Bloem et al. (2007) [17], for example, analyzed intrusion response in access control systems as a resource 
allocation problem. The authors modeled the interaction between an attacker and a distributed Intrusion Detection 
System (IDS) as a non-cooperative non-zero sum game. They developed an algorithm for optimal allocation of the 
system administrator’s time treated as a scarce resource. 

Vanek et al. (2012) [18] examined a game where an attacker tries to harm multiple vulnerable computers by 
sending malicious packets from multiple entry points of the network. The defender seeks to optimally allocate the 
available resources to maximize the probability of malicious packet detection under network latency constraints. The 
authors formulated the problem as a graph-based security game with multiple resources of heterogeneous 
capabilities and propose a mathematical program for finding optimal solutions.  

Fielder et al. (2014) [19] analyzed the interactions between an omnipresent attacker and a team of system 
administrators. The authors used a game theoretic model to optimally allocate cyber security resources such as 
administrators' time across different tasks. They found, in this two-player, non-cooperative static game, that the 
defender's strategy was optimal independently from the attacker's strategy. 

Game theory is also used to determine the optimal allocation of the total defensive budget over the various 
components of the system in order to minimize the success probability of a potential attack or to maximize its 
expected cost. Azaiez and Bier (2007) [20], for example, used a game where the defender attempts to deter attacks 
by making them as costly as possible to the attacker. The authors characterized the optimal attack and defence 
strategies. 
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In continuous time, Van Dijk et al. (2013) [21] suggested a two player dynamic game, termed Flipit, where the 
defender and attacker fight over control of a given resource. Depending on the setting being modeled, the resource 
may be a password or an entire infrastructure. Flipit is characterized by the idea of stealthy moves or stealthy 
takeover (Rasouli et al., 2014) [22]. Bowers et al. (2012) [23] demonstrated the application of Flipit to a broad range 
of real-world security problems including password reset policies and cloud auditing. The authors concluded that the 
model has countless uses in a world where no system is safe and the assumptions of security system designers can no 
longer be taken for granted. 

The existing literature relies on the assumption of certain observability. In real-world, the common knowledge on 
payoffs may be missing. This paper combines simulation and game-theoretic approaches to deal with this situation. 
A case study is presented and discussed to illustrate the methodology. 

3. Game Theoretic Formulation 

Following the work done by Tambe (2011) [8] and Paruchuri et al. (2008) [13] in the physical world, we 
consider a security game between an attacker a and a defender d in a cyberinfrastructure system. Let 𝑇𝑇 =
{𝑡𝑡%, 𝑡𝑡', … , 𝑡𝑡)	} be a set of n targets at risk of being attacked and 𝑆𝑆 = {𝑠𝑠%, 𝑠𝑠', … , 𝑠𝑠.	} a set of resources to cover the 
targets. In the physical world, targets and resources may be flights and air marshals. In the cyber world they may be 
security vulnerabilities in Internet-connected systems and the security infrastructure such firewalls. 

The attacker’s mixed strategy can be represented by the vector 〈𝑎𝑎1〉 where 𝑎𝑎1 is the probability of attacking the 
target 𝑡𝑡. The defender’s mixed strategy is the vector 〈𝑝𝑝1〉 where 𝑝𝑝1 is the marginal probability of protecting the 
target 𝑡𝑡. Mixed strategies allow the two players to play probability distributions over their pure strategies ([12], 
[15]). A strategy profile 〈a, p〉 is a combination of strategies that the attacker and the defender may play. 

Let 𝑟𝑟6(𝑡𝑡) be the defender’s reward if the attacked target 𝑡𝑡 is covered and 𝑐𝑐6(𝑡𝑡) his cost if the target is 
uncovered. Similarly, denote by 𝑟𝑟:(𝑡𝑡) the attacker’s reward if the attacked target 𝑡𝑡 is uncovered and by 𝑐𝑐:(𝑡𝑡) the 
attacker’s cost if the attacked target 𝑡𝑡 is covered. When the strategy profile 〈𝑎𝑎, 𝑝𝑝〉 is played, the expected payoffs of 
the two players are given by: 

𝑈𝑈6(𝑎𝑎, 𝑝𝑝) = 	∑ 𝑎𝑎11∈> ?𝑝𝑝1𝑟𝑟6(𝑡𝑡)	− (1 − 𝑝𝑝1)𝑐𝑐6(𝑡𝑡)B	    (1)  
 

𝑈𝑈:(𝑎𝑎, 𝑝𝑝) = ∑ 𝑎𝑎11∈> ?(1 − 𝑝𝑝1)𝑟𝑟:(𝑡𝑡)	−	𝑝𝑝1𝑐𝑐:(𝑡𝑡)B	    (2) 

The payoffs in equations 1 and 2 depend only on the attacked targets and their coverage. Those that are not attacked 
are not considered in the payoffs. If the players move simultaneously, the solution is a Nash equilibrium [12]. If the 
game is sequential where the defender moves first and commits to a strategy and the attacker reacts, the standard 
solution in this leader-follower interaction is called Stackelberg equilibrium [16], [19]. 

Stackelberg games rely on the assumption that the leader knows his own payoffs and the payoffs of the follower. 
The follower needs not only to know his own payoffs but also the strategy to which the leader committed to. In most 
real-world cyber-security problems this assumptions is not always true. The players are generally unable to exactly 
evaluate their own payoffs and the payoffs of their opponents. Using deterministic values of payoffs makes the 
committed strategies ineffective [12]. 

To solve this problem, this paper suggests randomizing the payoffs using stochastic simulation. This new 
approach places uncertainty on each reward and cost by changing their static values to a range of values. Different 
approaches may be used to assess the likely fluctuation of the rewards and costs. Applying three-point estimates 
(optimistic, most likely, and pessimistic) for each variable seems to be particularly suitable to this end. 

Given a leader’s policy 𝑝𝑝, the follower’s optimization problem can be presented as follows: 
𝑀𝑀𝑀𝑀𝑀𝑀: 	∑ 𝑎𝑎11∈> ?(1 − 𝑝𝑝1)𝑟𝑟:(𝑡𝑡)	−	𝑝𝑝1𝑐𝑐:(𝑡𝑡)B    (3) 

s.t.  ∑ 𝑎𝑎11∈> = 1       (4) 

𝑎𝑎1 ≥ 0,				∀𝑡𝑡.        (5) 
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Equation 3 maximizes the follower’s expected payoff given 𝑝𝑝. Equations 4 and 5 define the follower’s set of 
feasible solutions as a probability distribution over the set of targets T. It is straightforward to see that it is optimal to 
assign 1 to any  𝑎𝑎1  associated with a maximal value of 

𝑈𝑈:(𝑡𝑡, 𝑝𝑝) = (1 − 𝑝𝑝1)𝑟𝑟:(𝑡𝑡)	−	𝑝𝑝1𝑐𝑐:(𝑡𝑡),   ∀𝑡𝑡 ∈ 𝑇𝑇    (6) 

The corresponding dual problem that has the same optimal solution can be formulated as follows: 
𝑀𝑀𝑀𝑀𝑀𝑀	𝑢𝑢        (7) 

𝑢𝑢 ≥ 𝑈𝑈:(𝑡𝑡, 𝑝𝑝),				∀𝑡𝑡 ∈ 𝑇𝑇        (8) 

The complementary slackness condition can be written as follows: 
𝑎𝑎1?𝑢𝑢 − 𝑈𝑈:(𝑡𝑡, 𝑝𝑝)B = 0,				∀𝑡𝑡 ∈ 𝑇𝑇       (9) 

If we complete the leader’s problem by including the follower’s optimality conditions, the two programs can be 
formulated as a single Mixed-Integer Quadratic Problem [12]. 

𝑀𝑀𝑀𝑀𝑀𝑀K 	∑ 𝑎𝑎11∈> ?𝑝𝑝1𝑟𝑟6(𝑡𝑡)	− (1 − 𝑝𝑝1)𝑐𝑐6(𝑡𝑡)B	     (10) 

∑ 𝑝𝑝11∈> ≤ 𝑚𝑚       (11) 

∑ 𝑎𝑎11∈> = 1       (12) 

0 ≤ 𝑢𝑢 −𝑈𝑈:(𝑡𝑡, 𝑝𝑝) ≤ (1 − 𝑎𝑎1)𝑀𝑀,∀𝑡𝑡 ∈ 𝑇𝑇	     (13) 

𝑝𝑝1 ∈ [0,1],				∀𝑡𝑡 ∈ 𝑇𝑇         (14) 

𝑎𝑎1 ≥ 0,				∀𝑡𝑡.        (15) 

𝑢𝑢 ∈ 𝑅𝑅        (16) 

In this formulation, equation 10 maximizes the leader’s expected payoff. Equation 11 limits the coverage to the 
available resources (m) and equation 14 restricts the coverage vector to [0, 1]. The two constraints enforce the 
leader’s mixed strategy to be feasible. Equation 13, where M is a large number, is the complementary slackness 
condition. It indicates that the follower’s payoff u is optimal for every pure strategy with 𝑎𝑎1 > 0. 

A recent survey of the existing game-theoretic approaches for cyber security can be found in [24]. 

4. Illustration 

 To illustrate the suggested approach, consider the game in normal form shown in Table 1, adapted from the 
physical security literature [14], [25].  
In this game, there are 4 targets and two resources that can cover any of the two targets. For each target, there are 
two payoffs:  the payoff of the defender and the payoff of the attacker. Each payoff consists of two parts: a reward 
and a cost. The defender can cover a target and get a reward if the target is attacked. He can also leave the target 
uncovered and incur a cost if it is attacked. The attacker can attack a target and get a reward if the target is 
uncovered. He can also incur a cost if the target is covered. 

Table 1: Payoff table 

 Defender Attacker 

 Reward Cost Reward Cost 

Target 1 4 3 9 6 

Target 2 3 2 7 6 

Target 3 6 4 10 8 

Target 4 3 2 12 6 
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Instead of using single deterministic values of payoffs, uncertainty is incorporated using a three-point estimate 
(minimum, most likely, and maximum) approach. This approach places uncertainty on each variable in Table 1 by 
changing its static values to a range of values.  

The following feasible solution has satisfied all the constraints as well as the numerical convergence criterion 
〈p=(0.5549, 0.4994, 0.3411, 0.6025), a=(0,0,0,1)〉.  

After many iterations, the objective did not move significantly. The attacker preferred to attack the most valuable 
target even if it is heavily defended. This result is on par with the existing literature.  It is particularly consistent with 
the studies conducted by Jain et al. (2010) [14] and An et al. (2011) [25]. 

Figure 1 depicts the cumulative distribution function (CDF) of the most likely payoffs, under the found solution. 
It shows the probability for each player to have a payoff less than a given value. For example, the median of the 
defender’s average payoff is approximately 0.95. This means that the probability that the defender’s average payoff 
will be less than 0.95 would be 50%. The minimum and maximum values for this variable would be 0.4261 and 
1.5166, respectively.   
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Equation 3 maximizes the follower’s expected payoff given 𝑝𝑝. Equations 4 and 5 define the follower’s set of 
feasible solutions as a probability distribution over the set of targets T. It is straightforward to see that it is optimal to 
assign 1 to any  𝑎𝑎1  associated with a maximal value of 

𝑈𝑈:(𝑡𝑡, 𝑝𝑝) = (1 − 𝑝𝑝1)𝑟𝑟:(𝑡𝑡)	−	𝑝𝑝1𝑐𝑐:(𝑡𝑡),   ∀𝑡𝑡 ∈ 𝑇𝑇    (6) 

The corresponding dual problem that has the same optimal solution can be formulated as follows: 
𝑀𝑀𝑀𝑀𝑀𝑀	𝑢𝑢        (7) 

𝑢𝑢 ≥ 𝑈𝑈:(𝑡𝑡, 𝑝𝑝),				∀𝑡𝑡 ∈ 𝑇𝑇        (8) 

The complementary slackness condition can be written as follows: 
𝑎𝑎1?𝑢𝑢 − 𝑈𝑈:(𝑡𝑡, 𝑝𝑝)B = 0,				∀𝑡𝑡 ∈ 𝑇𝑇       (9) 

If we complete the leader’s problem by including the follower’s optimality conditions, the two programs can be 
formulated as a single Mixed-Integer Quadratic Problem [12]. 

𝑀𝑀𝑀𝑀𝑀𝑀K 	∑ 𝑎𝑎11∈> ?𝑝𝑝1𝑟𝑟6(𝑡𝑡)	− (1 − 𝑝𝑝1)𝑐𝑐6(𝑡𝑡)B	     (10) 

∑ 𝑝𝑝11∈> ≤ 𝑚𝑚       (11) 

∑ 𝑎𝑎11∈> = 1       (12) 

0 ≤ 𝑢𝑢 − 𝑈𝑈:(𝑡𝑡, 𝑝𝑝) ≤ (1 − 𝑎𝑎1)𝑀𝑀,∀𝑡𝑡 ∈ 𝑇𝑇	     (13) 

𝑝𝑝1 ∈ [0,1],				∀𝑡𝑡 ∈ 𝑇𝑇         (14) 

𝑎𝑎1 ≥ 0,				∀𝑡𝑡.        (15) 

𝑢𝑢 ∈ 𝑅𝑅        (16) 

In this formulation, equation 10 maximizes the leader’s expected payoff. Equation 11 limits the coverage to the 
available resources (m) and equation 14 restricts the coverage vector to [0, 1]. The two constraints enforce the 
leader’s mixed strategy to be feasible. Equation 13, where M is a large number, is the complementary slackness 
condition. It indicates that the follower’s payoff u is optimal for every pure strategy with 𝑎𝑎1 > 0. 

A recent survey of the existing game-theoretic approaches for cyber security can be found in [24]. 

4. Illustration 

 To illustrate the suggested approach, consider the game in normal form shown in Table 1, adapted from the 
physical security literature [14], [25].  
In this game, there are 4 targets and two resources that can cover any of the two targets. For each target, there are 
two payoffs:  the payoff of the defender and the payoff of the attacker. Each payoff consists of two parts: a reward 
and a cost. The defender can cover a target and get a reward if the target is attacked. He can also leave the target 
uncovered and incur a cost if it is attacked. The attacker can attack a target and get a reward if the target is 
uncovered. He can also incur a cost if the target is covered. 

Table 1: Payoff table 

 Defender Attacker 

 Reward Cost Reward Cost 

Target 1 4 3 9 6 

Target 2 3 2 7 6 

Target 3 6 4 10 8 

Target 4 3 2 12 6 
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