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Outline
• Ontogenetic programming: evolved 

program self-modification

• Push: evolved arbitrary, structured program 
self-modification

• Autoconstructive evolution: production of 
offspring by arbitrary, structured program self-
modification

• Pushpop and AutoPush

• Results and prospects



?



• We have very little clue about the best way 
to generate offspring in standard GP. 

• We have no clue whatsoever about the best 
way to generate offspring in GP with the rich 
program representations that will become 
increasingly important.

• Natural reproductive methods evolved.

• Natural reproductive methods co-evolved with 
the organisms that use them, in the environments 
in which they use them.

Motivation



Ontogenetic Programming 
(1996)

• Phylogeny and Ontogeny

• Ontogenetic HiGP

• Examples:

• Binary Sequence Prediction

• Wumpus World



Phylogeny and Ontogeny

• Phylogeny = the developmental progression 
of a population through evolutionary time.

• Ontogeny = the developmental progression 
of an individual throughout its lifespan.

• GP uses biologically inspired phylogenetic 
mechanisms.

• Through the addition of ontogenetic 
mechanisms, GP can produce adaptive 
programs that solve more difficult problems.



Ontogeny and Morphology

• Morphology = the developmental progression 
of an individual from genotype to 
phenotype. (“growth phase”)

• Morphological components in GP include 
Gruau’s encoding → network transforms, 
Zomorodian’s tree → PDA transforms, and 
Spector’s ADM expansions. See [Angeline 
1995] for formal definitions and a survey.



Ontogeny and Morphology

• Ontogeny = the developmental progression 
of an individual throughout its lifespan. Note 
that this development may be guided by the 
runtime environment.

• Morphology ⊂ Ontogeny.



Ontogenetic Mechanisms

• Runtime memory mechanisms:

• Indexed memory [Teller 1994]

• Memory terminals [Iba et al. 1995]

• Runtime “morphology” implemented via 
program self-modification operators. We call 
this strategy ontogenetic programming.



Program Representations
• Lisp-style symbolic expressions (Koza, ...).

• Purely functional/lambda expressions (Walsh, Yu, ...).

• Linear sequences of machine/byte code (Nordin et al., ...).

• Stack-based languages (Perkis, Spector, Stoffel, Tchernev, ...).

• Graph-structured programs (Teller, Globus, ...).

• Object hierarchies (Bruce, Abbott, Schmutter, Lucas, ...)

• Fuzzy rule systems (Tunstel, Jamshidi, ...)

• Logic programs (Osborn, Charif, Lamas, Dubossarsky, ...).

• Strings, grammar-mapped to arbitrary languages (O’Neill, Ryan, ...).



HiGP 
Virtual Stack Machine Example

push-x noop push-y * push-x 
push-z noop - + noop noop

The noops have no effect and the remainder 
is equivalent to the Lisp expression:

(+ (* x y) (- x z))

and to the C expression:

(x * y) + (x - z)



Ontogenetic HiGP
• segment-copy copies a part of the linear program 

over another part of the program. The function takes 3 
arguments from the stack: the start position of the 
segment to copy, the length of the segment, and the 
position to which it should be copied.

• shift-left rotates the program to the left. The call 
takes one argument from the stack: the distance by 
which the program is to be rotated.

• shift-right rotates the program to the right. The call 
takes one argument from the stack: the distance by 
which the program is to be rotated.



Binary Sequence Prediction

• As in symbolic regression, attempt to evolve a function 
of x that produces the corresponding y.

• Run programs on a sequence of x values (0–17 here), 
always in the same order, for each fitness test “lifetime.”

1

0
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Wumpus World





Ontogenetic Programming
with S-Expressions

• subtree-copy (from-index, to-index)

• between rather than during executions

• global indices not meaningful after crossover

• explosive ontogenetic growth

• structured-subtree copy (from-index, to-index, rpb)

• dynamic ADFs and ADMs

• versions of defun, funcall etc. in function set

• store functions/macros in indexed memory

• runtime self-modification via module redefinition



Expressive Languages

• Strongly typed genetic programming

• Automatically defined functions

• Automatically defined macros

• Architecture-altering operations

• Development and self-modification

• Push provides all of the above and more, all 
without any mechanisms beyond the stack-
based execution architecture



Expressive Languages

• Strongly typed genetic programming

• Automatically defined functions

• Automatically defined macros

• Architecture-altering operations

• Development and self-modification

• Push provides all of the above and more, all 
without any mechanisms beyond the stack-
based execution architecture



• A programming language designed for programs 
that evolve

• Simplifies evolution of programs that may use:
 • multiple data types
 • subroutines (any architecture)
 • recursion and iteration
 • evolved control structures
 • evolved evolutionary mechanisms

Push



Push

• Stack-based postfix language with one stack per type

• Turing complete

• Types include: integer, float, Boolean, name, code, 
exec, vector, matrix, quantum gate, [add more as 
needed]

• Missing argument? NOOP

• Trivial syntax:
program → instruction | literal | ( program* )



Sample Push Instructions
Table 1: Sample Push instructions.

Stack manipulation POP, SWAP, YANK,
instructions DUP, STACKDEPTH,
(all types) SHOVE, FLUSH, =
Math +, −, /, ∗, >, <,
(INTEGER and FLOAT) MIN, MAX
Logic (BOOLEAN) AND, OR, NOT,

FROMINTEGER
Code manipulation QUOTE, CAR, CDR, CONS,
(CODE) INSERT, LENGTH, LIST,

MEMBER, NTH, EXTRACT
Control manipulation DO*, DO*COUNT, DO*RANGE,
(CODE and EXEC) DO*TIMES, IF

programming (e.g. [15, 27, 28]) by providing multiple stacks,
one per type. Types are provided for integers, floating point
numbers, Boolean values, symbolic names, and code (de-
scribed in more detail below), each of which has a corre-
sponding data stack. Additional types for vectors, matrices,
and other data are provided in some implementations, and
it is straightforward to add new types.1 As instructions
are executed they pop any required input values from the
appropriate stacks, preform calculations, and push any out-
put values onto the appropriate stacks. The types of the
values that will be needed or produced are specified in the
implementations of the instructions themselves, and are in-
dependent of the syntactic contexts in which calls to the
instructions occur. This scheme ensures that Push instruc-
tions will always receive inputs and produce outputs of the
appropriate types, regardless of the structure of the pro-
grams in which they occur. Whenever an instruction finds
insufficient items on the stacks for its inputs it acts as a
“no-op” and has no effect.

Instructions in Push3 are typically given names such as
<TYPE>.<NAME>, where NAME specifies the operation and
TYPE specifies the data type upon which the operation should
be preformed. INTEGER.=, for example, takes two input val-
ues from the INTEGER stack, compares them, and places the
result of the comparison on the BOOLEAN stack. It is not un-
common for the same operator to be implemented for mul-
tiple types. The instructions INTEGER.POP, FLOAT.POP, and
CODE.POP, for example, each pop the top item from the cor-
responding stack.

The full Push instruction set is large and cannot be fully
documented here,2 but a sample of some of the more com-
monly used Push instructions is shown in Table 1. The
instructions shown on the right-hand side are implemented
for each of the types described in the left column, so the in-
struction MAX, for example, exists both as INTEGER.MAX and
as FLOAT.MAX.

Flexibility with respect to control arises because CODE is it-
self a native type in Push. A Push program can put code

1Support for the definition of new types from within Push
programs is not part of the current Push3 specification, al-
though several proposals for accomplishing this are under
consideration.
2See [25].

on the CODE stack (for example, dwith the CODE.QUOTE in-
struction), duplicate or otherwise manipulate it, and later
execute it by means of other CODE instructions. This allows
programs to dynamically create novel control structures and
subroutine architectures. Examples of several such results
in earlier versions of Push are described elsewhere [21, 26,
22, 25].

Code manipulation by evolving programs can also support
entirely new forms of evolutionary computation such as “au-
toconstructive evolution,” in which evolving programs must
generate their own offspring, eschewing hardcoded genetic
operators in favor of evolved genetic operators that are im-
plemented by code-manipulation instructions working on
the CODE stack. The results of experiments employing au-
toconstructive evolution in earlier versions of Push can be
found in [21, 23, 24].

3. THE PUSH3 EXEC STACK
3.1 Push Program Interpretation
The most significant change to the Push language in Push3
is the introduction of the EXEC stack, which stores expres-
sions, instructions, and literals that the Push interpreter will
subsequently execute. This stack is independent of the CODE
stack, which can still be used for code manipulation and for
general list manipulation. Code on the CODE stack is static
data unless it is executed with an instruction like CODE.DO*
or CODE.DO*TIMES; such instructions are now implemented
by moving code to the EXEC stack. In contrast the EXEC
stack holds the code that is queued for execution in the in-
terpereter, and it is continuously executed. Although the
EXEC stack execution model of Push3 is backward compati-
ble with program execution in Push2, it nonetheless repre-
sents a fundamental change in the way that Push programs
are executed and it does so in a way that provides new op-
portunities for the evolution of arbitrary control.

In Push2, programs were executed according to the following
algorithm:

• To execute program P :

1. If P is an INSTRUCTION: execute P (accessing
whatever stacks are required).

2. If P is a LITERAL: push P onto the appropriate
stack.

3. If P is a LIST: recursively execute each subpro-
gram in P .

In this scheme an interpreter that encounters a list must
maintain the state of the computation for continuation after
returning from recursive calls; for example, when executing
a list of two subprograms the interpreter must store the
second (for later execution) while recursively executing the
first. If the Push interpreter is implemented in a language
that supports recursion then this can be handled by the
language’s native mechanisms, which presumably store local
variables in activation records during recursive calls. Push3,
by contrast, performs the same computation by storing all
of the necessary information within the interpreter itself, on
an EXEC stack:



Push(3) Semantics

• To execute program P :

1. Push P onto the EXEC stack.

2. While the EXEC stack is not empty, pop and pro-
cess the top element of the EXEC stack, E:

(a) If E is an instruction: execute E (accessing
whatever stacks are required).

(b) If E is a literal: push E onto the appropriate
stack.

(c) If E is a list: push each element of E onto
the EXEC stack, in reverse order.

All of the Push2 control structures (e.g. CODE.DO*TIMES) are
expressed in Push3 as sequences of instructions that pushed
onto the EXEC stack and subsequently executed by the loop
in step 2 above. The CODE.DO*COUNT instruction, for exam-
ple, was implemented in Push2 as a loop in the Push inter-
preter’s native language that would repeatedly push counter
values on to the INTEGER stack and then execute code from
the CODE stack. In Push3, the CODE.DO*COUNT instruction
simply pushes code (including a recursive call) and integers
onto the EXEC stack, and the continued execution of elements
from the EXEC stack produces the same results. Other fea-
tures of Push can also be more elegantly implemented in
Push3 than in Push2; for example the CODE.QUOTE instruc-
tion, which formerly required an exception to the standard
evaluation rule and a global flag, can now be implemented
simply by copying the top of the EXEC stack to the CODE
stack (making it the inverse of CODE.DO*).

At first glance the use of the EXEC stack does not appear
to be a dramatic departure from the program execution al-
gorithm used in Push2. The power of this approach be-
comes evident, however, when one considers what it means
to manipulate the EXEC stack during a computation. Just
as control structures can be implemented by manipulating
and later executing items on to the CODE stack, novel con-
trol structures can also be implemented through EXEC stack
manipulation and these implementations are often more par-
simonious (and therefore potentially more evolvable).

Since a list of code to be executed is placed on the EXEC stack
in reverse order, EXEC instructions have the property of oper-
ating on elements in the code which come after them, unlike
operators applied to other types which use the postfix nota-
tion standard in stack-based languages. The following two
programs fragments, for example, both produce the same
results:

( 5 CODE.QUOTE ( INTEGER.+ ) CODE.DO*COUNT )
( 5 EXEC.DO*COUNT ( INTEGER.+ ) )

3.2 Combinators
The stack manipulation instructions that are provided for all
types in Push can be used to manipulate the EXEC stack, but
the EXEC stack can also be manipulated with Push versions
of the standard combinators K, S and Y [19, 5]. These
combinatory logic operators allow complex computational
processes to be built up from simple expressions on the EXEC
stack.

The combinator EXEC.K simply removes the second element
from the EXEC stack. For example, if the EXEC stack contains
(A, B, C) then executing EXEC.K yields (A, C). The combi-
nator EXEC.S pops three items, A, B and C from the EXEC
stack and then pushes back three separate items: (B, C),
C and A (leaving the A on top). Note that this produces
two calls to C. The fixed point Y -combinator instruction
EXEC.Y can also be used to implement recursion using anony-
mous expressions on the EXEC stack; it inspects (but does not
pop) the top of the EXEC stack, A, and then inserts the list
(EXEC.Y A) as the second item on the EXEC stack. By itself,
this generates an endlessly recursive call to the unnamed
non-recursive “function” A. Recursion can be terminated
through further manipulation of the EXEC stack that may
occur, possibly conditionally, within A.

3.3 Re-entrance
An additional benefit of the EXEC stack is that the state of a
Push interpreter can now be fully specified by its configura-
tion, its NAME bindings, and the contents of its stacks. No in-
ternal state variables such as loop counters, execution point-
ers or continuations are necessary. Among other things, this
makes Push interpreters fully re-entrant and allows stricter
control over program execution. Loops, previously imple-
mented in the native language’s for-loop (or analogous con-
trol structure), are now implemented by pushing a series of
elements onto the EXEC stack. Execution of the loop pro-
ceeds through the sequential execution of the elements on
the EXEC stack.

Re-entrant interpreters are of particular interest when using
Push programs as controllers in time sensitive applications.
In these situations, Push programs cannot be allowed to run
until they are complete or until a loop terminates—there
may be strict limits on the number of Push instructions that
can be executed per time-step. The re-entrant interpreter
allows for the controlled execution of a particular number of
instructions per time-step.

3.4 Naming simplified
Previous incarnations of Push allowed names to be bound
to values using a SET instruction and retrieved later using a
GET instruction. This allowed, in principle, for evolution of
named constants and subroutines but it required synchro-
nization of several different instructions. The introduction
of the EXEC stack presents opportunities for simplification.

Binding a name to a subroutine has been simplified by one
instruction, using the EXEC stack instead of a quoted value
on the CODE stack:

Push2:
( TIMES2 CODE.QUOTE ( 2 INTEGER.* ) CODE.SET )

Push3:
( TIMES2 EXEC.DEFINE ( 2 INTEGER.* ) )

Executing a subroutine has been simplified by two instruc-
tions. The bound symbol is now executed directly (the bind-
ing is copied to the EXEC stack), instead of being loaded onto
the CODE stack with CODE.GET and executed with CODE.DO:



( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )

( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )

exec code bool int float

( 2 3 INTEGER.* 4.1 5.2 FLOAT.+ 
TRUE FALSE BOOLEAN.OR )



2

3

INTEGER.*

4.1

5.2

FLOAT.+

TRUE

FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )

exec code bool int float



3

INTEGER.*

4.1

5.2

FLOAT.+

TRUE

FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
2

exec code bool int float



INTEGER.*

4.1

5.2

FLOAT.+

TRUE

FALSE 3

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
2

exec code bool int float



4.1

5.2

FLOAT.+

TRUE

FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
6

exec code bool int float



5.2

FLOAT.+

TRUE

FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
6 4.1

exec code bool int float



FLOAT.+

TRUE

FALSE 5.2

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
6 4.1

exec code bool int float



TRUE

FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
6 9.3

exec code bool int float



FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
TRUE 6 9.3

exec code bool int float



FALSE

BOOLEAN.OR 
( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
TRUE 6 9.3

exec code bool int float



( 2 3 INTEGER.* 4.1 5.2 
FLOAT.+ TRUE FALSE 

BOOLEAN.OR )
TRUE 6 9.3

exec code bool int float



Same Results

( 2 3 INTEGER.* 4.1 5.2 FLOAT.+ 
TRUE FALSE BOOLEAN.OR )

( 2 BOOLEAN.AND 4.1 TRUE INTEGER./ FALSE
3 5.2 BOOLEAN.OR INTEGER.* FLOAT.+ )



( 3.14 CODE.REVERSE 
CODE.CDR IN IN

5.0 FLOAT.> 
(CODE.QUOTE FLOAT.*) 

CODE.IF )

( 3.14 CODE.REVERSE 
CODE.CDR IN IN

5.0 FLOAT.> 
(CODE.QUOTE FLOAT.*) 

CODE.IF )

exec code bool int float

( 3.14 CODE.REVERSE CODE.CDR IN IN 5.0 
FLOAT.> (CODE.QUOTE FLOAT.*) CODE.IF )

IN=4.0



3.14

CODE.REVERSE

CODE.CDR

IN

IN

5.0

FLOAT.>

(CODE.QUOTE FLOAT.*)

CODE.IF
( 3.14 CODE.REVERSE 

CODE.CDR IN IN
5.0 FLOAT.> 

(CODE.QUOTE FLOAT.*) 
CODE.IF )

exec code bool int float



CODE.REVERSE

CODE.CDR

IN

IN

5.0

FLOAT.>

(CODE.QUOTE FLOAT.*)

CODE.IF
( 3.14 CODE.REVERSE 

CODE.CDR IN IN
5.0 FLOAT.> 

(CODE.QUOTE FLOAT.*) 
CODE.IF )

3.14

exec code bool int float



CODE.CDR

IN

IN

5.0

FLOAT.>

(CODE.QUOTE FLOAT.*)

CODE.IF
(CODE.IF (CODE.QUOTE 
FLOAT.*) FLOAT.> 5.0 IN 

IN CODE.CDR 
CODE.REVERSE 3.14)

3.14

exec code bool int float



IN

IN

5.0

FLOAT.>

(CODE.QUOTE FLOAT.*)

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

3.14

exec code bool int float



IN

5.0

FLOAT.>

(CODE.QUOTE FLOAT.*) 4.0

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

3.14

exec code bool int float



5.0

FLOAT.> 4.0

(CODE.QUOTE FLOAT.*) 4.0

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

3.14

exec code bool int float



5.0

FLOAT.> 4.0

(CODE.QUOTE FLOAT.*) 4.0

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

3.14

exec code bool int float



(CODE.QUOTE FLOAT.*) 4.0

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

FALSE 3.14

exec code bool int float



CODE.QUOTE

FLOAT.* 4.0

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

FALSE 3.14

exec code bool int float



FLOAT.* 4.0

CODE.IF
((CODE.QUOTE FLOAT.*) 

FLOAT.> 5.0 IN IN 
CODE.CDR 

CODE.REVERSE 3.14)

FALSE 3.14

exec code bool int float



4.0

FLOAT.* 3.14

exec code bool int float



12.56

exec code bool int float



(IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./)

(IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./)

exec code bool int float

(IN EXEC.DUP (3.13 FLOAT.*)
10.0 FLOAT./)

IN=4.0



IN

EXEC.DUP

(3.13 FLOAT.*)

10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./)

exec code bool int float



EXEC.DUP

(3.13 FLOAT.*)

10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 4.0

exec code bool int float



(3.13 FLOAT.*)

(3.13 FLOAT.*)

10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 4.0

exec code bool int float



3.13

FLOAT.*

(3.13 FLOAT.*)

10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 4.0

exec code bool int float



FLOAT.*

(3.13 FLOAT.*)

10.0 3.13

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 4.0

exec code bool int float



(3.13 FLOAT.*)

10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 12.52

exec code bool int float



3.13

FLOAT.*

10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 12.52

exec code bool int float



FLOAT.*

10.0 3.13

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 12.52

exec code bool int float



10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 39.1876

exec code bool int float



10.0

FLOAT./ (IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 39.1876

exec code bool int float



(IN EXEC.DUP (3.13 
FLOAT.*) 10.0 FLOAT./) 3.91876

exec code bool int float



Combinators

• Standard K, S, and Y combinators:

• EXEC.K removes the second item from the EXEC stack.

• EXEC.S pops three items (call them A, B, and C) and 
then pushes (B C), C, and then A.

• EXEC.Y inserts (EXEC.Y T) under the top item (T).

• A Y-based “while” loop:
( EXEC.Y 
  ( <BODY/CONDITION> EXEC.IF
  ( ) EXEC.POP ) )



Iterators

CODE.DO*TIMES, CODE.DO*COUNT, 
CODE.DO*RANGE

EXEC.DO*TIMES, EXEC.DO*COUNT, 
EXEC.DO*RANGE

Additional forms of iteration are supported 
through code manipulation (e.g. via 
CODE.DUP CODE.APPEND CODE.DO)



Named Subroutines

( TIMES2 EXEC.DEFINE ( 2 INTEGER.* ) )



Auto-simplification

Loop: 

Make it randomly simpler

If it’s as good or better: keep it

Otherwise: revert



Problems Solved by PushGP in the 
GECCO-2005 Paper on Push3

• Reversing a list

• Factorial (many algorithms)

• Fibonacci (many algorithms)

• Parity (any size input)

• Exponentiation

• Sorting



Modularity
Ackley and Van Belle



Modularity via Push



Humies 2004
GOLD MEDAL



• Individuals make their own children.

• Agents thereby control their own mutation 
rates, sexuality, and reproductive timing.

• The machinery of reproduction and 
diversification (i.e., the machinery of evolution) 
evolves.

• Radical self-adaptation.

Autoconstructive 
Evolution



• MetaGP: but (1) programs and reproductive 
strategies dissociated and (2) generally restricted 
reproductive strategies.

• ALife systems such as Tierra, Avida, SeMar: but (1) 
hand-crafted ancestors, (2) reliance on cosmic ray 
mutation, and (3) weak problem solving.

• Evolved self-reproduction: but generally exact 
reproduction, non-improving (exception: Koza, 
but very limited tools for problem solving and for 
construction of offspring).

Related Work



• A soup of evolving Push programs. 

• Reproductive procedures emerge ex nihilo: 

• No hand-designed “ancestor.” 

• Children constructed by any computable process.

• No externally applied mutation procedure or rate. 

• Exact clones are prohibited, but near-clones are 
permitted. 

• Selection for problem-solving performance. 

Pushpop



Push Interpreter

(QUOTE (POP 1) QUOTE (DUP 1 - DO *) DUP 2 < IF)

X7

23

Integer
stack

3.141

0.001

12.34

Float
stack

TRUE

Boolean
stack

(+ 2 .

(POP <

Code
stack

FLOAT

CODE

Type
stack

CNOT

U

Matrix
stack

Name
stack

More stacks as needed...

Executing Program

Name/type=value bindings

X/float=3.14

f/code=(DUP...)

Stack-based language with stack per type.

Types include integer, float, Boolean, code, child,

type, name.

Supports modules (any architecture), recursion,

evolved control structures, evolved reproductive

mechanisms.

Test problem-solving fitness
and produce children

Fitness tournaments

Add random organisms
if too few

Population of randomly
generated organisms

Evaluated, pregnant
organisms

Children

Child population

Pushpop



# Species vs. Mother/Child Differences

Runs including
sexual instructions

Runs without
sexual instructions

near-clones

Note distribution of “+” points: adaptive populations have many species and mother/daughter

differences in a relatively high, narrow range (above near-clone levels).



• In adaptive populations: 

• Species are more numerous. 

• Diversification processes are more reliable. 

• Selection can promote diversity. 

• Provides a possible explanation for the evolution 
of diversifying reproductive systems. 

• Weak problem-solving power.

• Difficult to analyze results.

Pushpop Results



• Behavior (including reproduction) controlled 
by evolved Push programs.

• Color, color-based agent discrimination 
controlled by agents.

• Energy conservation.

• Facilities for communication, energy sharing.

• Ample user feedback (e.g. diversity metrics, 
agent energy determines size).

SwarmEvolve 2.0



SwarmEvolve 2.0



• Goals:

• Superior problem-solving performance.

• Tractable analysis.

• Push3.

• Clojure (incidental, but fun!)

• Asexual (for now).

• Children produced on demand (not during 
fitness testing).

• Constraints on selection and birth.

AutoPush



• Improvement: Recency-weighted average of 
vector of improvements (1), declines (-1), and 
repeats (0).

• Discrepancy: Sum, over all unique expressions 
in two programs, of the difference between the 
numbers of occurrences of the expression in the 
two programs.

Definitions



• Prefer reproductively competent parents.

• Prefer parents with non-stagnant lineages 
(changed performance in the most recent half 
of the lineage, after some threshold lineage 
length).

• Prefer parents with good problem-solving 
performance.

• (Possibly) Prefer parents from lineages with 
better-improving problem-solving performance

Constraints on Selection



• Prevent birth from lineages with insufficient 
improvement.

• Prevent birth from lineages with constant 
discrepancies.

• Prevent birth from parents with fitness 
penalties, e.g. for non-termination.

• Prevent birth of children of illegal sizes.

• Prevent birth of children identical to 
ancestors or potential siblings.

Constraints on Birth



• Simple symbolic regression successes

• y=x3-2x2-x

• y=x6-2x4+x3-2

• Prime-generating polynomials

• Instructive lineage traces

Preliminary Results



((code_if (code_noop) boolean_fromfloat (2) 
integer_fromfloat) (code_rand integer_rot) 
exec_swap code_append integer_mult)

Produces children of the form:

(RANDOM-INSTRUCTION (code_if (code_noop) 
boolean_fromfloat (2) integer_fromfloat) 
(code_rand integer_rot) exec_swap 
code_append integer_mult)

Ancestor of Success
(for y=x3-2x2-x)



A descendent of the form:

(SUB-EXPRESSION-1 SUB-EXPRESSION-2)

Produces children of the form:

((RANDOM-INSTRUCTION-1 (SUB-EXPRESSION-1)) 
(RANDOM-INSTRUCTION-2 (SUB-EXPRESSION-2)))

Six Generations Later



A solution, which incidentally inherits the same 
reproductive strategy:

((integer_stackdepth (boolean_and 
code_map)) (integer_sub (integer_stackdepth 
(integer_sub (in (code_wrap (code_if 
(code_noop) boolean_fromfloat (2) 
integer_fromfloat) (code_rand integer_rot) 
exec_swap code_append integer_mult))))))

One Generation Later



• Autoconstructive evolution can solve problems.

• It can be refined for broader applicability and 
more tractable analysis.

• Bold (unsupported!) prediction: The most 
powerful, practical genetic programming systems of 
the future will be autoconstructive.

Conclusions


